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The MME is the key control-node for the 
LTE access-network. It is responsible for 
idle mode UE (User Equipment) paging
and tagging procedure including
retransmissions. It is involved in the bearer
activation/deactivation process.



LTE in a nutshell
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The SGW routes and forwards user data 
packets, while also acting as the mobility
anchor for the user plane during inter-
eNodeB handovers and as the anchor for 
mobility between LTE and other 3GPP 
technologies.



LTE in a nutshell
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The PDN Gateway provides connectivity
from the UE to external packet data 
networks by being the point of exit and 
entry of traffic for the UE.
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The HSS is a central
database that contains
user-related and 
subscription-related
information (HLR+AuC).





¨ Increased traffic levels / Increased number of 
devices
¤ Global mobile data traffic is expected to reach 30.6 exabytes monthly by 2020, an 8-fold 

increase as compared to 2015
¤ 5G networks will connect over 1billion devices by 2020

Mobile Traffic and Business Trends 
2020

CAGR - Compound Annual Growth Rate



The need for Network Sharing  

¨ Share the underutilized resources
¤ 50% of revenue created by < 10% of sites

¤ diverse traffic patterns – mobility – cause resource underutilization 

¨ RAN Sharing can recover significant OPEX/CAPEX costs
¤ up to 20% of OPEX for typical European operator 

¤ reduce CAPEX in developing countries, e.g. up to 70% in India



¨ Network sharing reduces CAPEX/OPEX costs   
¤ for extending coverage, at remote areas 

¤ for increasing capacity in urban areas 
n no site aquisition - less equipment / cabling  

¤ providing another revenue source for MNOs

Network Sharing Economics  



5G in a nutshell
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5G 
Disruptive 

Capabilities



Study of 5G Networks in 3GPP

¨ 3GPP completed Stage 1 study – business 
requirements – on 5G networks (SMARTER)

¤ Network operations: Migration, support of flexibility and diverse QoE, 
converged network access 

¤ Enhanced mobile broadband: High speed mobility, densely populated areas, 
ultra-high-definition video (4K), 
high speed ubiquitous access

¤ Critical communications: Delay sensitive (1ms), 
interactive communications, safety, security   

¤ Massive MTC: Scalability, energy saving, 
flexible connectivity

¤ Enhanced Vehicular-to-everything: Safety, 
autonomous driving, onboard multimedia,
software upgrades/customization





� Network sharing and multi-tenancy introduces a number of new 
types of business “players”, including the: 
� Infrastructure provider (InP) responsible for the physical network deployment 

and maintenance. Mobile Network Operators (MNOs) or third parties that 
interact with other “players” but not with end users directly can take the InP
role.    

� Mobile Virtual Network Operator (MVNO) lacks network infrastructure or 
has limited capacity and/or coverage, and leases resources from an existing 
InP. 

� Application provider that offers end user applications using a carrier 
network, - typically OTTs have no control of service quality.  

� Vertical segments/industries that lack network infrastructure but 
opportunistically or periodically need to reach their customers or enable 
services orthogonal to the telecommunication industry. 

Multi-Tenant Emerging Business Players



�So far 3GPP has studied 
� static network sharing based-on contractual agreements
� concentrating on Mobile Virtual Network Operators

�The revolution towards 5G – Network Slicing 
� Introduce vertical segments and service/application providers

• Assure SLA/QoS: isolation of different network tenants and service 
customization

� On-demand capacity allocation – including network functions and services
• flexible sharing on time scales shorter than the contract agreement

� Signaling based resource sharing solutions - APIs
• MNO provide RAN attributes to businesses that lack wireless infrastructure 

� Supporting a high number of slices in a scalable manner–
• Managing user/slice allocation – mobility 

� Economics – purchase capacity for a specific time period or purpose

Network Sharing: the way forward



� Service Capability Exposure Function (SCEF) located at the operator trust domain 
� securely expose selected service capabilities via network APIs 
� assist 3rd parties to issue  network resource request towards MNOs 
� abstracts service capabilities (networking/policy) from underlying network 

� SCEF is a mediator facilitating:
� AAA and charging based on offered 

service and quality provision    
� QoS provision and SLA monitoring 

for 3rd parties in a dynamic manner      
� user context information 

• location, connectivity, data rate  
• network statue changes

� provides admission control 
• predictable communication patterns
• pre-schedule communication timing 

Service Exposure Capacity/Function



� 5G Network slice broker
� Perfrom admission control based-on  

indicated SLA 
� Use Itf-N and Itf-B to monitoring KPIs 

and configure slice on RAN 
� Receive on-demand slice request from 

• MVNOs via the Type 5.
• verticals and OTT providers, through SCEF

� Itf-N, Itf-B and Type 5 
interface enhancements: 
� PLMN-id or vertical-id 
� type of resources and QoS
� starting time, duration or periodicity  
� amount of resource blocks or  capacity 
� size of file to be downloaded
� mobility (stationary, low, medium, high) 
� service disruption tolerance
� performance measurement info 

Multi-tenancy support in 3GPP Networks



� Network slicing – new value creation opportunities(vertical segments)
� enables a concurrent deployment of multiple logical, self-contained networks on a 

common physical infrastructure platform with devise business demands

� offers dedicated resources that can be used in an isolated, disjunctive or shared manner
and a customized network operation

� supports flexible, on-demand, provision of network resources, network functions and 
applications, even with short lifecycles - resource physical or virtual

The Network Slicing Concept



� In composing and allocating network slicing: 
� Software defined control and separation of control/data plane

• Network programming via SDN APPs

� Network function virtualization  
and resource orchestration
• (De)compose/allocate VNFs

� Flexible service chaining 
and service provision

� Mobile edge computing 
services closer to the user

� QoS provision policy

� Selection of RAT / fix access

� Data offloading policies  

Network Slicing Technology Attributes



HSS

PCRFMME

AAA

SGW + PGW
U.P.

SGW + PGW
C.P.

eNB + gNB

4G Arch

NSS
F

DN2UPF2

Network Functions:
-UDM: Unified Data Management
-AUSF: Authentication Server Function
-PCF: Policy Control Function
-AMF: Core Access and Mobility Management Function
-SMF: Session Management Function
-UPF: User plane Function
-DN: Data network, e.g., operator services, Internet access
-(*) NSSF: Network Slice Selection Function

Interfaces:
-NG1: NAS
-NG2: AN-CN C-plane
-NG3/NG9: per PDU Session tunnelling
-NG7/8/10-15: C-Plane Service-based interface

3GPP Network Slicing Architecture



� AMF is the S1 endpoint, where the S1-NAS messages arrive from the UE.
� AMF could be shared between different network slices.
� AMF properly selects the SMF based on the service required.
� UPF is selected accordingly.
� A single tunnel NG3 between between RAN and UPF is established: 

multiple bearers instantiations will be performed on the same tunnel. UPF 
marks the messages based on the bearer and the gNB can apply 
scheduling with different priorities.

� eNB/gNB selects the right AMF based on the service required.
� PCF is also connected to AMF to issue mobility policies.
� SMF and UPF are dedicated per slice (PCF not decided yet).
� UEs can simultaneously connect to multiple network slices.

3GPP Network Slicing Architecture



UE using single slice

UE using multiple slices

3GPP Network Slicing Example



¨ eNB virtualization in LTE:
¤ via hypervisor means that shares resources 

among different MNOs

¤ consider radio conditions, sharing contracts 
and traffic load

¨ Network Virtualization Substrate (NVS) 
operates closely to MAC scheduler and 
adopts a two-step process: 
¤ one managed by the infrastructure provider 

for controlling the resource allocation 
towards each virtual instance of an eNB

¤ the second controlled by each VMNO 
providing scheduling customization for 
allocated resources

Base Station Virtualization



¨ Slice preference / Selection 
¤ The UE sends a RRC request specifying the Network Slice Selection Assistance Information (NSSAI) indicator(s).

¤ NSSAI has clear definition in SA2 TR 23.799 and TS 23.501.

¤ NSSAI is a vector of slice ID preferences (e.g., slice-ids) the UE would like to join.

¤ NSSAI information are pre-coded on the SIMcard (like the IMSI information) and cannot be selected (for the 
moment) by the device user interface.

¤ For signaling between RAN and CN a Slice ID is represented by an NSSAI or SM-NSSAI. For the air interface, it is 
up to RAN groups to decide how to carry NSSAI information in RRC.

¤ In the RRC Connection Response, the eNB notifies the UE with allowed/accepted NSSAI, which will be stored and 
use for future messages.

RRC Connection Req.

RRC Connection Resp.

AMF Selection

Slice Availability

• Mobility
• Slice availability during mobility, e.g.,

• Neighbours may exchange slice availability
• core network could provide the RAN a mobility 

restriction list
• source gNB needs to pass on slices that a UE in question 

is using to a target gNB
• target AMF is responsible for removing (or inactivating) 

at NAS level any slice no longer supported at the 
target node. 

• Heterogeneous Slice Structure
• Same number of slices available in the same Tracking 

Area (or specified cell cluster)
• AMF can deattach the UE from a specific slice, e.g., 

Netflix when is not used.
• HO procedures are required when moving to areas 

with different slice availability, as AMF
should be changed.

• Different PDN-Ips can be assigned to
the same UE over time.

3GPP RAN for Network Slicing
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What to Virtualize: Full vs Partial Virtualization

User Plane
(GTP-U) 

Control Plane (GTP-C, 
session management, 

mobility, etc.)

Signaling

Data

GGSN or 
PGW/SGW

Control
Protocol

Control Plane (GTP-C, 
session management, 

mobility, etc.) and User 
Plane (GTP-U)

Signaling

Data

GGSN or 
PGW/SGW

Full 
Virtualization 

Partial 
Virtualization 

Physical L2/3 
switch

How to 
virtualize?

Different Options 
Entity-independent

© Tarik TALEB 2016

T. Taleb, M. Corici, C. Parada, A. Jamakovic, S. Ruffino, G. Karagiannis, and
T. Magedanz, "EASE: EPC as a Service to Ease Mobile Core Network," in
IEEE Network Magazine, Vol. 29, No. 2, Mar. 2015. pp.78 – 88.

EPCaaS Architecture Options
1:1 Mapping
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EPCaaS Architecture Options
1:N Mapping

© Tarik TALEB 2016

� FE (Front End): load Balancer/Scheduler 
service

� W (Worker): implements the logic of that 
specific NF, stateless

� SDB (State Database): contains live 
session state

“Pool of 
resources” 
seen as one 
entity from 

external entity

T. Taleb, M. Corici, C. Parada, A. Jamakovic, S. Ruffino, G. Karagiannis, and
T. Magedanz, "EASE: EPC as a Service to Ease Mobile Core Network," in
IEEE Network Magazine, Vol. 29, No. 2, Mar. 2015. pp.78 – 88.

EPCaaS Architecture Options
N:1 Mapping

© Tarik TALEB 2016

• Light EPC (i.e., less functionalities)
• Reduced internal interfaces
• Eliminating encoding, decoding, 

interface synchronization (e.g, over 
Diameter, GTP)

T. Taleb, M. Corici, C. Parada, A. Jamakovic, S. Ruffino, G. Karagiannis, and
T. Magedanz, "EASE: EPC as a Service to Ease Mobile Core Network," in
IEEE Network Magazine, Vol. 29, No. 2, Mar. 2015. pp.78 – 88.

T. Taleb, et al., "EASE: EPC as a Service to Ease Mobile Core 
Network," IEEE Network Magazine, Vol. 29, No. 2, Mar. 2015. 



E2E Slicing Concept
Journal of Information Processing Vol.25 153–163 (Feb. 2017)

Fig. 1 End-to-end slicing concept [41].

radio boundary, so called mobile packet core slicing and RAN
(Radio Access Network) slicing. Each network slice is made up
of a virtualized air-interface, radio access network and mobile
packet core network, and transport network combined. We also
note that mobile fronthaul and backhaul network slicing need to
be considered as well.

3. Packet Core Slicing

There are several research efforts to slice packet core networks
using virtual machines on top of white boxes with general pur-
pose processors and network processors as well as FPGAs. In
this section, we first review the components of packet core net-
work and introduce our preliminary research efforts on slicing
packet core networks using deeply programmable network nodes
with general purpose processors and network processors, called
FLARE programmable nodes [6] and FPGA boards with Ope-
nAirInterface (OAI) [39] on top of them.

3.1 Packet Core Network
In 3GPP, the current generation Evolvable Packet Core (EPC)

network has been designed and standardized as a flat architec-
ture, where IP (Internet Protocol) is the only protocol to transport
all services. A User Equipment (UE) can get Internet connectiv-
ity when connected to EPC over RAN (radio access network). In
considering end-to-end network slicing, we must fist study packet
core network slicing as an extension to well studied transport net-
work slicing, such as transport SDN.

3.2 MVNO as Precursor to Slicing
Mobile Virtual Network Operators (MVNOs) that obtain sliced

RAN resources from Mobile Network Operators (MNOs) act as a
forerunner in mobile network slicing, which is a key technology
in the evolution towards 5G cellular wireless networks. Compar-
ing to the traditional MNOs, MVNOs don’t need to build their
own RAN but focus on building new business models and new
value-added network functions in their packet core networks.

We believe that an in-depth study of MVNO network not only

Fig. 2 Underlying infrastructure of FLARE [6].

help the current MVNOs improve their services but also benefit
the 5G research and development in terms of network slicing, es-
pecially for allocating isolated resources for different applications
and services.

For example, in Refs. [25], [37], we create application specific
slices and characterize the flow properties of popular mobile ap-
plications. We have studied how to create per-application slices
within an MVNO using deeply programmable FLARE [6] nodes.
Since the data plane of our MVNO is enabled to be deeply pro-
grammable by FLARE nodes, from given flows observed at the
data plane, we can identify applications that transmit those flows
with 100% accuracy. We also develop an application-specific
in-network processing mechanism to optimize MVNO network
through applying different virtual network functions to different
applications.

3.3 FLARE Programmable Node
FLARE [6] is an open deeply programmable node architecture

that can concurrently run multiple isolated virtual network func-
tions on a physical node. As shown in Fig. 2, a FLARE node
consists of a combination of many-core network processors and
Intel x86 processors. With various virtualization techniques, we
slice both resources (CPUs, memory and link bandwidth) in both
many-core processors and x86 processors. We define sliver as a

c⃝ 2017 Information Processing Society of Japan 155
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Testbed implementation on
Open Air Interface



Slicing eNB and EPC

Journal of Information Processing Vol.25 153–163 (Feb. 2017)

node portion of a slice allocated over the entire network. From
here on, we use slice and slivers interchangeably, but the scope
of a slice is network wide while that of a sliver is within a single
node. For each sliver, control plane runs on x86 processors while
data plane runs on many-core processors. Control plane and data
plane communicate via Ethernet-over-PCIe interface.

All incoming packets are scanned and classified by Slicer and
then classified to slivers. Although not shown in the figure, there
is a central node called FLARE central that talks to the control
modules called Node Manager to manage the resources of each
FLARE node. Node Manger is in charge of adding/removing sliv-
ers at a FLARE node. Users can also configure and program their
slivers via the interface provided by FLARE central.

3.4 Slicing eNB on FLARE
OpenAirInterface (OAI) [39] is an open experimentation and

prototyping platform created by EURECOM. It provides a soft-
ware implementation of all elements of the 4G LTE/5G archi-
tecture including user equipment (UE), eNodeB (eNB), Home
Subscriber Server (HSS) and Evolved Packet Core (EPC) compo-
nents. A compound EPC component consists of Serving Gateway
(S-GW), Packet Data Network Gateway (P-GW) as well as the
Mobility Management Entity (MME). The eNB and EPC com-
ponents are responsible for creating channels (namely bearers)
with UE and forwarding the user traffic.

As shown in Fig. 3, we run an eNB instance in a Docker [33]
instance inside a FLARE sliver. Docker is a lightweight virtual-
ization technology where each Docker instance only consists of
the minimal running environment of each application. Each eNB
in a Docker instance is isolated and replaceable within a FLARE
sliver.

In our prototype, UEs connect to an eNB instance via software
radio platform USRP B210 [20], which connects to a FLARE
sliver via USB pass-through technology. The traffic flows of dif-
ferent slices are isolated using VLANs on the FLARE node run-
ning Open vSwitch [10]. The packets from different eNBs are
classified and tagged with different VLAN IDs and then diverted
to an EPC instance.

3.5 Slicing EPC on FLARE
Performance is an important factor to be considered in pro-

grammable 5G networks, which is highly dependent on the un-
derlying hardware infrastructure. Hardware EPC appliances can
achieve high performance but may lack flexibility in changing

Fig. 3 Slicing eNB on FLARE server.

their functions once the logic has been programmed.
In EASE [45], Tarik et al. has introduced a Virtual Machine

(VM)-based EPC slicing approach, where both control plane and
data plane of an EPC slice are implemented in VMs. VM-
based EPC slice running on top of commodity servers is com-
pletely flexible, but its performance is still suboptimal compared
to purpose-built hardware devices especially when a large amount
of data traffic needs to be classified and forwarded to VMs via hy-
pervisor and processed there. To balance the flexibility and per-
formance, we choose many-core network processors as the plat-
form to prototype the data-path of the EPC slice.

In this section, we introduce how to implement an EPC slice
in a FLARE slice shown in Fig. 4, where signaling related EPC
entities (e.g., MME) are implemented in control plane while user
data forwarding and processing (e.g., S-GW and P-GW) are im-
plemented in data plane. Compared with EASE, one benefit of
our approach is to reduce the user data processing delay at an
EPC slice as well as increasing computing and processing capa-
bility through many-core processors.
3.5.1 Data Plane

We offload the GTP-U channel creation and user data process-
ing from control plane to data plane, which is implemented with
GTPV1-U kernel module in naive OAI software. One challenge
of EPC implementation lies in offering such extensibility while at
the same time achieving good performance. In order to scale net-
work functions, one promising approach is to subdivide and mod-
ularize functionalities and to parallelize packet processing across
on-chip multiple processors.

FLARE nodes enable rapid deployment of new network func-
tions by providing Click network-programming framework [24],
[31]. We abstract the underlying architecture such as I/O engine,
inter-core communication and only expose the relevant necessary
details to a set of predefined Click elements.

We implement SP-GW data plane components with chained
Click elements. When a FLARE node receives packets from
eNB, its classifier called Slice slicer will classify packets to dif-
ferent slices as well as classifying signaling packets, e.g., GTP-C
from data packets, e.g., GTP-U. The signaling packets are for-
warded to control plane while the data packets are processed in
data plane with many-core processors.
3.5.2 Control Plane

We run the signaling entities of an EPC slice, e.g., MME
and the control plane of SP-GW, in a Docker instance. We can

Fig. 4 Slicing EPC on FLARE switch.
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ing from control plane to data plane, which is implemented with
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of EPC implementation lies in offering such extensibility while at
the same time achieving good performance. In order to scale net-
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� Mobile-edge Computing: A 5G realization

� offers IT service environment and cloud-computing capabilities within the RAN in 

close proximity to mobile subscribers

� allows content, services and applications to be accelerated, increasing responsiveness 

from the edge; context related services

� enhanced business exploiting more information about the consumer, 

� service programmability greater flexibility for service provisioning

� A 5G realization Service 

� ultra-low latency 

� high-bandwidth

� exposure to real-time radio 

network and context info 

� Open edge to 3rd parties 

Mobile Edge Computing





Cloud RAN - definition

¨ C-RAN (Cloud-RAN), sometimes referred to as 
Centralized-RAN, is a proposed architecture for future 
cellular networks.

¨ C-RAN is a centralized, cloud computing-based 
architecture for radio access networks that supports 2G, 
3G, 4G and future wireless communication standards.

¨ Motivation: BTS are designed to handle the maximum 
traffic, not average traffic, resulting in a waste of 
processing resources and power at idle times à a more 
flexible solution is needed.



Evolution of BTS architecture

¨ All-in-One Macro Base Station
¤ In the 1G and 2G cellular networks, base stations had an all-in-one architecture.
¤ Analog, digital, and power functions were housed in single cabinet as large as a 

refrigerator, including supporting facilitates such as power, backup battery, air 
conditioning, environment surveillance, and backhaul transmission equipment. 

¤ This all-in-one architecture is mostly found in macro cell deployments.
¨ Distributed Base Station

¤ For 3G, a distributed base station architecture was introduced by Nokia, Huawei and 
other leading telecom equipment vendors.

¤ The radio function unit, also known as the remote radio head (RRH), is separated from the 
digital function unit, or baseband unit (BBU) by fiber.

¤ Digital baseband signals are carried over fiber, using Open Base Station Architecture 
Initiative (the OBSAI) or Common Public Radio Interface (CPRI) standard.

¤ The RRH can be installed on the top of tower close to the antenna, reducing the loss 
compared to the traditional base station where the RF signal has to travel through a long 
cable from the base station cabinet to the antenna at the top of the tower.

¤ Most modern base stations now use this decoupled architecture.



Evolution of BTS architecture

¨ C-RAN/Cloud-RAN
¤ C-RAN may be viewed as an architectural evolution of the above 

distributed base station system.
¤ It takes advantage of many technological advances in wireless, optical 

and IT communications systems.
n It uses the latest CPRI standard, low cost Coarse or Dense Wavelength 

Division Multiplexing (CWDM/ DWDM) technology, and mmWave to allow 
transmission of baseband signal over long distance, thus achieving large scale 
centralised base station deployment.

¤ It applies recent Data Centre Network technology to allow a low cost, 
high reliability, low latency and high bandwidth interconnect network in 
the BBU pool.

¤ It utilises open platforms and real-time virtualisation technology rooted 
in cloud computing to achieve dynamic shared resource allocation and 
support of multi-vendor, multi-technology environments.



Cloud RAN Architecture

¨ Large scale centralized deployment:
¤ It allows hundreds of thousands of remote RRH connect to a centralized 

BBU pool. The maximum distance can be 20 km in fiber link for 4G 
(LTE/LTE-A) system, even longer distance (40 km~80 km) for 3G 
(WCDMA/TD-SCDMA) and 2G (GSM/CDMA) systems.

¤ Apparently, some Asia operators have deployments of C-RAN systems 
with 1200 RRHs centralized to one central office.

¨ Native support to Collaborative Radio technologies:
¤ Any BBU can talk with other BBU within the BBU pool with very high 

bandwidth (10Gbit/s and above) and low latency (10us level). This is 
enabled by the interconnect of BBU in the pool.

¤ This is one major difference from BBU Hoteling, or base station hoteling. 
In the later case, the BBU of different base stations are simply stacked 
together and has no direct link among them to allow physical layer co-
ordination.



Cloud RAN Architecture

¨ Real-time virtualization capability based on open platform:
¤ This is different from the traditional base station built on proprietary 

hardware, where the software and hardware are closed-sources and 
provided by one single vendor. C-RAN BBU pool is built on open 
hardware, like x86/ARM CPU based servers, plus interface cards to 
handle fiber link to RRH and inter-connection in the pool.

¤ Real-time virtualization make sure the resources in the pool can be 
allocated dynamically to base station software stacks, say 4G/3G/2G 
function modules from different vendors according to network load.

¤ To satisfy the strict timing requirement of wireless communication system, 
the real-time performance for C-RAN is at the level of 10s of micro-
seconds, which is two magnitude higher than the milli-second level 'real-
time' performance usually seen in Cloud Computing environment.



Cloud RAN Functional Split
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Cloud RAN 
architecture 
framework 
Driven by greater needs for coordination as well as increasing resource efficiency and advances 
in network virtualization, Cloud RAN architecture allows for the use of NFV techniques and data 
center processing capabilities such as coordination, centralization and virtualization in mobile 
networks, as summarized in Figure 4. This supports resource pooling (more cost-efficient 
processor sharing), scalability (more flexible hardware capacity expansion), layer interworking 
(tighter coupling between the application layer and the RAN) and spectral efficiency.

A Cloud RAN should support the 
following:
 > separation of control and user plane 

to support flexible scaling of capacity 
for different functions of the RAN

 > a variety of deployment options for 
anticipated network scenarios, 
including a wide range of transport 
network solutions, base station 
configurations and user applications 

 > alignment with legacy deployments, 
which reduces the overall network 
complexity thanks to a unified 
network architecture.

SELECTIVE CENTRALIZATION IN CLOUD RAN
The Cloud RAN will support different network architecture functional splits, as outlined in Figure 5, 
including different levels of functionality implemented as NFVs. By utilizing Cloud RAN, operators 
can centralize the control plane (seen together with PDCP split in Figure 5) – which does not 
have extreme bitrate requirements – to bring RAN functionality closer to applications, or further 
distribute the physical layer closer to the antenna (PHY split in Figure 5) to enable massive 
beamforming.

Cloud core and NFV frameworks also bring applications closer to the RAN, and this proximity 

Resource pooling
Scalability
Layer interworking
Spectral efficiency

Coordination Centralization Virtualization

Distributed

RRC
PDCP
RLC
MAC
PHY

Centralized PHY split PDCP split

RRC
PDCP
RLC
MAC
PHY

RRC
PDCP
RLC
MAC

RRC
PDCP

RLC
MAC
PHYPHY

Figure 4: Some operator needs or opportunities mapped onto Cloud RAN components.

Figure 5: Examples of functional splits of the radio access protocol layer in a Cloud RAN.
See Ericsson, “Cloud RAN” White Paper, Uen 284 23-3271,
Sept. 2015.



Typical Power Consumption
(heterogeneous networking)

The Small-Signal RF Transceiver (RF-TRX) comprises a
receiver and a transmitter for uplink (UL) and downlink (DL)
communication. The linearity and blocking requirements of
the RF-TRX may differ significantly depending on the BS
type, and so its architecture. Typically, low-IF (Intermediate-
Frequency) or super-heterodyne architectures are the preferred
choice for macro/micro BSs, whereas a simpler zero-IF archi-
tecture are sufficient for pico/femto BSs [12]. Parameters with
highest impact on the RF-TRX energy consumption, PRF, are
the required bandwidth, the allowable Signal-to-Noise And
Distortion ratio (SiNAD), the resolution of the analogue-to-
digital conversion, and the number of antenna elements for
transmission and/or reception.

Baseband (BB) Interface: The baseband engine (perform-
ing digital signal processing) carries out digital up/down-
conversion, including filtering, FFT/IFFT for OFDM, mod-
ulation/demodulation, digital-pre-distortion (only in DL and
for large BSs), signal detection (synchronization, channel
estimation, equalization, compensation of RF non-idealities),
and channel coding/decoding. For large BSs the digital base-
band also includes the power consumed by the serial link
to the backbone network. Finally, platform control and MAC
operation add a further power consumer (control processor).

The silicon technology significantly affects the power con-
sumption PBB of the BB interface. This technology scaling is
incorporated into the power model by extrapolating on the In-
ternational Technology Roadmap for Semiconductors (ITRS).
The ITRS anticipates that silicon technology is replaced by a
new generation every 2 years, each time doubling the active
power efficiency but multiplying by 3 the leakage [13]. The
increasing leakage puts a limit on the power reduction that
can be achieved through technology scaling. Apart from the
technology, the main parameters that affect the BB power
consumption are related to the signal bandwidth, number
of antennas and the applied signal processing algorithms.
While the consumed power scales linearly with the bandwidth;
MIMO signal detection scales more than linearly with the
number of antennas.

Power Supply and Cooling: Losses incurred by DC-DC
power supply, mains supply and active cooling scale linearly
with the power consumption of the other components, and may
be approximated by the loss factors σDC, σMS, and σcool,
respectively. Note that active cooling is only applicable to
macro BSs, and is omitted in smaller BS types.

The breakdown of the BS power consumption at maximum
load, Pout=Pmax, may be expressed as

Pin = NTRX · PPA + PRF + PBB

(1−σDC)(1−σMS)(1−σcool)
(1)

where NTRX denotes the number of TRX chains of the
considered BS type. Table I summarizes the state of the art
power consumption of various LTE BS types as of 2010.

B. BS Power Consumption at Variable Load

In a conventional BS, the power consumption depends on
the traffic load; it is mainly the PA power consumption that
scales down due to reduced traffic load. This mainly happens

TABLE I
LTE BASE STATION POWER CONSUMPTION AT MAXIMUM LOAD FOR

DIFFERENT BS TYPES AS OF 2010.

Macro Micro Pico Femto
PA Pmax [dBm] 46.0 38.0 21.0 17.0

[W] 40.0 6.3 0.13 0.05
Back-off [dB] 8.0 8.0 12.0 12.0
PA Efficiency [%] 31.1 22.8 6.7 4.4

Total PA, PPA [W] 128.2 27.7 1.9 1.1
RF PTX [W] 6.8 3.4 0.4 0.2

PRX [W] 6.1 3.1 0.4 0.3
Total RF, PRF [W] 13.0 6.5 1.0 0.6

BB Radio [W] 10.8 9.1 1.2 1.0
(inner Rx/Tx)

Turbo code [W] 8.8 8.1 1.4 1.2
(outer Rx/Tx)

Processors [W] 10.0 10.0 0.4 0.3
Total BB, PBB [W] 29.5 27.3 3.0 2.5

DC-DC, σDC [%] 7.5 7.5 9.0 9.0
Cooling , σcool [%] 10.0 0.0 0.0 0.0
Mains Supply, σMS [%] 9.0 9.0 11.0 11.0
Total per TRX chain [W] 225.0 72.3 7.3 5.2
# Sectors # 3 1 1 1
# Antennas # 2 2 2 2
# Carriers # 1 1 1 1
Total NTRX chains, Pin [W] 1350.0 144.6 14.7 10.4

when, e.g., the number of occupied subcarriers is reduced in
idle mode operation, and/or there are subframes not carrying
data. Naturally this scaling over signal load largely depends
on the BS type; for macro BSs the PA accounts for 55–60%
of the overall power consumption at full load, whereas for low
power nodes the PA power consumption amounts to less than
30% of the total.

Fig. 2 shows BS power consumption curves for a LTE sys-
tem with 10 MHz bandwidth and 2×2 MIMO configuration.
Three sectors are considered for macro BSs, whereas omni-
directional antennas are used for the smaller BS types. While
the power consumption Pin is load dependent for macro BSs,
and to a lesser extent for micro BSs, there is a negligible load
dependency for pico and femto BSs. The reason is that for
low power BSs, the impact of the PA is diminishing. Other
components hardly scale with the load in a state of the art
implementation; although some more innovative designs could
lead to an improved power scaling at low loads. As can be seen
in Fig. 2, the relations between relative RF output power Pout

and BS power consumption Pin are nearly linear. Hence, a
linear approximation of the power model is justified:

Pin = NTRX ·
(
P0 + ∆p Pout

)
, 0≤Pout≤Pmax (2)

where Pmax denotes the maximum RF output power at max-
imum load, P0 is the power consumption calculated at the
minimum possible output power, assumed to be 1% of Pmax,
and ∆p is the slope of the load dependent power consumption.
Table II lists the parameters for the different BS types.

TABLE II
POWER MODEL PARAMETERS FOR DIFFERENT BS TYPES

BS type NTRX Pmax [W] P0 [W] ∆p
Macro 6 40.0 118.7 2.66
Micro 2 6.3 53.0 3.1
Pico 2 0.13 6.8 4.0
Femto 2 0.05 4.8 7.5
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Typical Power Consumption
(heterogenous networking)
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Fig. 2. Power consumption for various BS types as a function of the RF output power. An LTE system with 10 MHz system bandwidth and 2×2 MIMO
configuration is considered. Macro BSs employ 3 sectors per site. Legend: PA: power amplifier, RF: small signal RF transceiver, BB: baseband processor,
DC: DC-DC converters, CO: active cooling (only applicable to macro BS), MS: mains power supply.

IV. TRAFFIC MODEL

In order to provide a realistic analysis of the energy effi-
ciency of wireless networks, it is essential to know the traffic
demand to be served by the network. Thus, it is important to
identify the spatial and temporal variation of the traffic demand
both on large- and small-scale.

A. Deployment Areas of Europe

The average population density for different deployment
areas in Europe is shown in Table III. Ratio of different
deployment areas hardly depends on the particular countries of
Europe; however, the Nordic countries (Finland, Norway and
Sweden) and Russia make a big difference compared to the
averages. We therefore choose to give the European average
excluding the Nordic countries and Russia. Note that in central
districts of a metropolis, the population density can exceed
even 20,000 citizen/km2, but due to their negligible covered
area these are omitted from the presented model.

According to the current situation in Europe (see, e.g., [14]),
the coverage of the latest mobile technologies is focusing on
the population and not on the amount of area covered. That

TABLE III
DEPLOYMENT AREAS IN EUROPE (EXCLUDING NORDIC AND RUSSIA)

Deployment Population
density
[citizen/km2]

Covered
area [%]

Normalized
mean peak
traffic load

Dense urban 3000 1% 100%
Urban 1000 2% 33.3%
Suburban 500 4% 16.7%
Rural 100 36% 3.3%
Sparsely populated
& wilderness

25 57% –

is, 2G area coverage is almost 100%, while 3G coverage is
below 40%. This implies that the sparsely populated areas and
the wilderness are only served by 2G networks. For instance,
German regulation forces to serve “only” 90% of the popu-
lation with wideband access [15], which practically allows to
skip scarcely populated areas also for LTE deployment.

B. Long-Term Large-scale Traffic Models

The objective for the long-term large-scale traffic models is
to determine the average served traffic on a certain time of
day in a given deployment scenario. Abstracting the models
from the current cell planning maps of Europe, the following
methodology allows to deduce the daily traffic variations as
the actual traffic demand of a given area:

1) define the average served data rates per subscriber;
2) determine the percentage of active subscribers;
3) given the population densities for the respective deploy-

ments, the scenario specific peak data rates per area unit
in [Mbps/km2] can be derived;

4) finally, with the aid of a daily traffic profile the deploy-
ment specific data rates per area unit for a certain time
of day is obtained.

1) Data rates per subscriber: The user generated data
volume is tightly connected to operator policies and data
subscriptions plans. Since the amount of traffic varies from
country to country, we propose to define three traffic profiles,
where the average traffic demand per subscriber is set to:

• high traffic profile sufficient to provide, e.g., HDTV for
all active users, corresponding to 2 Mbps/user;

• medium traffic profile sufficient to provide, e.g., SDTV
for all active users, corresponding to 0.5 Mbps/user;

Gunther Auer, et al., “Cellular Energy Efficiency Evaluation Framework,” 
IEEE VTC 2011.

Ideally…
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benefits?
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decreases significantly with VNFs to reach 25 
percent if a single BBU supports 256 processing 
units (typically found in major vendors). The sav-
ing is attributed to two facts. First, with NFV a 
single virtual BBU can serve traffic from multiple 
cell sites by ideal traffic allocation to pooled vir-
tual BBUs instead of a specific BBU. Second, the 
total number of required virtual BBUs depends 
on the maximum of the aggregate traffic of the 
network, unlike the non-virtualized case where 
it depends on the maximum traffic of each indi-
vidual cell. Since the maximum traffic of each 
cell occurs at a time interval that varies from one 
cell to the other, the maximum aggregate traffic 
of the network becomes significantly less than 
the sum of maximum traffic of all cells. The sav-
ings in total number of required BBUs translates 
directly to CAPEX savings.

OPEX saving in this study can be observed 
from the average number of active BBUs shown 
in Fig. 5. The fewer the active BBUs, the lower 
the aggregate energy consumption of the whole 
system (contributed only by BBUs). In the pro-
posed NFV architecture, we allocate traffic from 
any cell site to an already active virtual BBU 
first with sufficient utilization before activating 
another virtual BBU. At any point in time, a 
virtual BBU becomes active only if the current 
aggregate network traffic cannot be served by the 
already active BBUs. By this approach, we can 
observe around 30 percent savings comparing 
current non-virtualized architecture and VNF. 
The saving reaches up to 55 percent with increas-
ing the maximum BBU capacity to 256. The 
saving in CAPEX and OPEX is clear from this 
study on a small-sized network. We can antici-
pate more significant impact on networks with 
thousands of cells and heavier traffic. But the 
benefit of NFV is not only expenditures savings, 
but also flexibility in implementing 5G functions.

NFV FOR COMP AND D2 D
NFV and SDN can be viewed as enabling imple-
mentations of advanced 5G technologies such 
as CoMP and D2D communication. Figure 6 
illustrates this architecture. The VNF Manager, 
embodying the OpenFlow controller, easily and 
effectively realizes DL CoMP, UL CoMP, and 
high-speed inter-cell D2D connectivity by install-
ing the flows shown in the flow table in Fig. 6 in 
the switch.

DL CoMP requires all BBUs from multiple 
5G cell sites to communicate while delivering 
parallel terminal data from one to all involved 
cell sites. Similar communication is required in 
UL CoMP in the reverse direction from multiple 
cell sites to a single BBU. Additionally, two ter-
minals communicating in inter-cell D2D require 
BBUs of the cells to communicate directly and to 
handle high-speed low-latency traffic. That type 
of D2D communication required exploiting the 
mobile backhaul network in legacy architectures 
to route traffic through the core network.

The NFV/SDN approach in Fig. 6 instantiates 
DL CoMP in which terminal data from BBU-1 
are forwarded to two different sites. A flow mod-
ification message installs an OpenFlow flow that 
matches traffic from input port 1, and takes two 
parallel actions to output flow packets to output 
ports a and c. This realizes both DL CoMP from 

two cell sites to a single terminal at aggregate 
rate and forwards the same aggregate message 
to multiple terminals at user data rate. A two-
match single-action flow entry realizes UL CoMP 
similarly. Input flow matched on ports b and d 
are forwarded in a single action to output port 4.

The OpenFlow controller implements D2D 
communication in the inter-cell scenario by 
establishing high-speed low-latency connection 
of different BBUs. At the same time, another 
high-speed low-latency connection is established 
between the correspondent cells. This is illus-
trated by the two multiple-match multiple-action 
flows in Fig. 6. Multiple matches and multiple 

Figure 4. Up to 25 percent saving in total required BBUs, comparing current 
(non-virtualized) architecture and VNF.
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Figure 5. Up to 55 percent saving in active BBUs, comparing current (non-vir-
tualized) architecture and VNF.
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Cloud RAN modeling using
stochastic geometry [*]

¨ To define a quantative model for analyzing the 
potential benefits of Cloud RAN

[*] R. Bassoli, F. Granelli, M. Di Renzo, “Energy Efficient Design of
5G Cloud Radio Access Network,” in preparation.
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Fig. 2. Base stations are placed according to a Poisson point process, with cells that form a Voronoi tessellation. (a) Current 4G/LTE scenario, in which
physical base-band units are co-located with eNodeBs; (b) Future 5G scenario, where baseband units are virtualised (v-BBUs) and aggregated into BBU pools.
Connectivity between v-BBUs and access points is provided through optical fibers.

efficiency of joint radio access network, spectrum sharing, and network function virtualisation has been evaluated through
extensive numerical simulations. An example is [6], where the trade-off between the sharing of RRHs and spectrum has been
studied by considering a simulation scenario with a single macro cell RRH and a number of uniformly distributed small-cell
RRHs. This approach, however, is usually time-consuming, lacks reproducibility and does not provide general guidelines for
system design and optimisation. As a result, a new approach to system design is needed.

The general consensus is, in fact, that the methods used in the past for modelling cellular networks, e.g., the hexagonal
grid-based model, are not sufficiently scalable and flexible for taking the ultra-dense and irregular deployments of emerging
’virtualised’ cellular topologies into account, and for providing general guidelines for system design and optimization.

Recently, however, a new approach for overcoming these limitations has been proposed. It is based on the theory of
point processes (PP) and leverages tools from stochastic geometry for system-level modelling, performance evaluation and
optimisation of future cellular networks. Unlike its intractable grid-based counterpart, the locations of cellular BSs, access
points, RRH, etc. are not assumed to be regularly deployed, but are randomly distributed according to a PP. This approach,
due to its mathematical flexibility for modelling heterogeneous ultra-dense cellular deployments, is today considered the most
adequate for designing and optimising future networks. Recent results on stochastic geometry modelling of future networks
with and without network resource sharing and their experimental validation are available in [7]–[10].

III. SYSTEM MODEL

In 4G and LTE cellular networks, base-band units (BBUs) are units that perform baseband (PHY/MAC) processing. Currently,
this equipment needs to be installed within each BS, close to the antenna, like in the case of LTE eNodeB. Nevertheless, future
5G technologies aim to exploit the possibility to detach and to virtualise processing tasks such as those provided by BBUs,
and to move them towards the core network in the form of virtual network functions (as v-BBUs). This aspect is clarified by
figure 2: figure 2(a) shows the case where cellular BSs and BBUs are physically co-located, while figure 2(b) depicts the case
of the deployment of v-BBUs, in the form of virtual network functions, which can be located remotely in proper BBU pools.

The paper aims at providing a general framework to study performance and energy efficiency of Cloud RAN and virtualised
network infrastructures. In order to better describe the proposed approach and to enable a first validation of its potential, the
authors decided to present an instantiation of the methodology in a simple and uniform (yet significant) scenario.

The considered scenario includes single-input single-output (SISO) base stations or network APs, which are distributed on
the Euclidean plane R2 according to a 2-dimensional homogeneous Poisson point process (PPP) �AP of intensity �AP . The
mobile nodes (MNs) of the network are also distributed according to a homogeneous PPP �MN of intensity �MN : in particular,
�AP and �MN are independent. The cell association follows the shortest distance approach, thus each MN is connected to
the nearest AP. According to that, the cell area and the distribution of the cells can be correctly approximated by Voronoi
tessellation in R2. Such assumptions are typical in several works cited above ( [7]–[10]), where the interested reader can find
additional discussion on the accuracy of such assumptions.

In order to evaluate the number of v-BBUs that is needed to support the computational load of base-band processing of
MNs, a computing threshold ⌘ is defined. This variable is expressed in terms of the number of connected MNs a v-BBU can
sustain. As a consequence, ⌘ is used to estimate the number of Voronoi cells that a v-BBU can serve by simply comparing
the number of associated MNs with respect to the related computing threshold of the considered v-BBU. Without any loss in
accuracy, the value of ⌘ is considered equal for all v-BBU, but varied for experiment to experiment.
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Cloud RAN modeling using
stochastic geometry

¨ Stochastic geometry is employed to study the 
coverage requirements and optimal AP locations
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Fig. 3. Voronoi tessellation for the two scenarios with micro and pico cells, with �MN = 800. The blue dots are the MNs and the red stars are the APs (a)
Scenario with micro cells (�AP = 80) (b) Scenario with pico cells (�AP = 240).

According to such premises, the key point of the methodology is to estimate the probability of having a number of MNs
connected to a randomly chosen AP in a Voronoi cell. This approach comes from what is depicted in figure 2.

By considering the stochastic-geometric model studied by the authors in [10], under the above assumptions it is possible to
derive the random variable NMN , which denotes the number of MNs in the Voronoi cell associated to a randomly chosen AP.
Hence, the probability mass function (pmf) of NMN is

P [NMN = n] = 3.53.5� (n + 3.5) (�MN/�AP)n

� (3.5) n! (�MN/�AP + 3.5)n+3.5 (1)

where � (x) represents the gamma function. It is assumed that each MN can be served in a single resource block at a given
time. Next, the probability to have an inactive AP can be expressed as

pof f =
⇣
1 + 3.5�1�MN/�AP

⌘�3.5
(2)

Finally, to provide a fair comparison, the considered system model associates to all BBUs and v-BBUs the same processing
capabilities (i.e. the same ⌘ value).

It is necessary to remind that v-BBUs (being practically virtual machines) can be flexibly activated (or allocated to different
resource pools) according to the needs and operating context. On the contrary, non-virtual BBUs connected to traditional BSs
are always on (thus consume power) if the corresponding BS is active. Moreover, it is also assumed that v-BBUs can connect
to all the APs via networked wired connections.

Let’s describe a quantitative example of the model above. Reference [8] provides values for the number of micro cell APs
in the city of London. From that, we can refer to 319 APs in an area of 4 km2: hence, a realistic urban density of APs
is approximately �AP = 80. From the same data base, we can also define the users’ density as �MN = 10�AP [8]. For
dimensioning the v-BBUs, considering actual APs capabilities, we choose for ⌘ an interval between 30 and 40. Figure 3
depicts micro-cell and pico-cell scenarios via their corresponding Voronoi tessellations. The density of Mobile Nodes �MN

remains constant, while the density of pico cells �AP is three times the one of micro cells. Equation (1) provides the pmf of
the random variable NMN . According to this function, the expected values of number of MNs in a Voronoi micro cell and
in a Voronoi pico cell are respectively 10 and 3. The proposed stochastic approach considers the expected values of NMN in
order to evaluate the mean value of v-BBUs to activate. Based on the analytical model described in the previous section, it is
possible to estimate the average number of active v-BBUs that the network requires, and the average number of Voronoi cells
that a single v-BBU has to serve. Figure 4 represents the number of v-BBUs required by the scenarios with micro and pico
cells, versus the ⌘ provided by the v-BBU.

It can be noticed that a virtualised approach like Cloud RAN can provide 100% connectivity to the MNs by activating
v-BBUs between 16 and 27 (figure 4). As a consequence, the number of active BBUs is significantly decreased, and this in
turn guarantees relevant energy saving.
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Fig. 5. Comparison of energy consumed in micro-cell scenario by using either static BBUs or v-BBUs. In particular v-BBUs can also take advantage of
consolidation. The horizontal axis represents the computational capability threshold (⌘) of v-BBUs.

Fig. 6. Comparison of energy consumed in pico-cell scenario by using either static BBUs or v-BBUs. In particular v-BBUs can also take advantage of
consolidation. The horizontal axis represents the computational capability threshold (⌘) of v-BBUs.
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Fig. 1. Breakdown of Base Station power consumption in LTE, based on data from [5].

for base-band processing operation. As a consequence, understanding in which situations it is useful to virtualise base-band
processing, represents a central issue in studying efficient deployment of Cloud RAN solutions.

This paper aims at enabling a step forward in designing and dimensioning a Cloud RAN architecture for 5G, by defining a
suitable analytical framework to study the existing trade-offs in terms of energy consumption and users’ coverage. To achieve
this goal while maintaining a sufficient degree of generalisation, the proposed framework is based on stochastic geometry,
recently applied with success to the design of traditional radio access networks.

The main points of innovation of the paper are the following:
• Proposing a general analytical approach to study performance of Cloud RAN and virtualized cellular network infrastruc-

tures.
• Proposing a novel approach to optimise the number of active v-BBUs and to quantitatively analyse energy efficiency

in a Cloud RAN scenario. The required v-BBUs and the related energy consumption can be computed in closed form
expressions.

• Providing a first quantitative comparison between LTE/LTE-A Radio Access Infrastructure and 5G Cloud RAN. To the
best of the authors’ knowledge no similar works are available in the literature.

The structure of the paper is as follows: Section II discusses the usage of stochastic geometry as a suitable tool for studying
cellular networks in presence of virtualisation, while Section III introduces the proposed system model and the example
scenarios to be evaluated. Finally, Section IV provides some numerical results and Section V concludes the paper with final
remarks.

II. WHY STOCHASTIC GEOMETRY FOR VIRTUALISATION?
Heterogeneous ultra-dense cellular networks constitute an enabling architecture for achieving the disruptive capabilities that

5G of cellular networks is expected to provide. Modelling, simulating, analysing and optimising such networks is, however,
a non-trivial problem. This is due to the large number of access points (APs) that are expected to be deployed and their
dissimilar characteristics, which encompass deployment density, transmit power, access technology, etc. In addition, future
cellular networks will rely on network resource sharing and network function virtualisation, as discussed and motivated in the
previous sections.

Motivated by these considerations, several researchers are investigating different options for modelling, simulating, math-
ematically analysing and optimising next generation cellular networks. This is the reason why, in the literature to date, the
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Fig. 5. Comparison of energy consumed in micro-cell scenario by using either static BBUs or v-BBUs. In particular v-BBUs can also take advantage of
consolidation. The horizontal axis represents the computational capability threshold (⌘) of v-BBUs.

Fig. 6. Comparison of energy consumed in pico-cell scenario by using either static BBUs or v-BBUs. In particular v-BBUs can also take advantage of
consolidation. The horizontal axis represents the computational capability threshold (⌘) of v-BBUs.
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Fig. 1. Breakdown of Base Station power consumption in LTE, based on data from [5].

for base-band processing operation. As a consequence, understanding in which situations it is useful to virtualise base-band
processing, represents a central issue in studying efficient deployment of Cloud RAN solutions.

This paper aims at enabling a step forward in designing and dimensioning a Cloud RAN architecture for 5G, by defining a
suitable analytical framework to study the existing trade-offs in terms of energy consumption and users’ coverage. To achieve
this goal while maintaining a sufficient degree of generalisation, the proposed framework is based on stochastic geometry,
recently applied with success to the design of traditional radio access networks.

The main points of innovation of the paper are the following:
• Proposing a general analytical approach to study performance of Cloud RAN and virtualized cellular network infrastruc-

tures.
• Proposing a novel approach to optimise the number of active v-BBUs and to quantitatively analyse energy efficiency

in a Cloud RAN scenario. The required v-BBUs and the related energy consumption can be computed in closed form
expressions.

• Providing a first quantitative comparison between LTE/LTE-A Radio Access Infrastructure and 5G Cloud RAN. To the
best of the authors’ knowledge no similar works are available in the literature.

The structure of the paper is as follows: Section II discusses the usage of stochastic geometry as a suitable tool for studying
cellular networks in presence of virtualisation, while Section III introduces the proposed system model and the example
scenarios to be evaluated. Finally, Section IV provides some numerical results and Section V concludes the paper with final
remarks.

II. WHY STOCHASTIC GEOMETRY FOR VIRTUALISATION?
Heterogeneous ultra-dense cellular networks constitute an enabling architecture for achieving the disruptive capabilities that

5G of cellular networks is expected to provide. Modelling, simulating, analysing and optimising such networks is, however,
a non-trivial problem. This is due to the large number of access points (APs) that are expected to be deployed and their
dissimilar characteristics, which encompass deployment density, transmit power, access technology, etc. In addition, future
cellular networks will rely on network resource sharing and network function virtualisation, as discussed and motivated in the
previous sections.

Motivated by these considerations, several researchers are investigating different options for modelling, simulating, math-
ematically analysing and optimising next generation cellular networks. This is the reason why, in the literature to date, the
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Conclusions

¨ The tutorial provided an introduction to the network 
softwarization and virtualization technologies

¨ Such technologies are then applied to 5G 
architecture design for enabling network slicing and 
Cloud RAN

¨ Ongoing standardization is considering those 
technologies, possibly for later releases of 5G 
3GPP standard
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